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1 Context

Floquet et al. [Flo+23] have recently proposed a model to represent the units manipulated
by combinatorial problems for NLP parsing with vectors. In other words this means that
these models compute vectors corresponding to spans for constituent parsing and to arcs
for dependency parsing. These models have been shown to reach state-of-the-art perfor-
mance on various corpora.

Vectors for units are computed from word embeddings and are then used to perform
both parsing tasks: structure prediction and labelling. This helps sharing parameters be-
tween tasks and has a beneficial impact on parse quality. These vectors can be further
refined with Transformers, so unit vectors can incorporate information from other units,
thus realizing a soft version of higher-order parsing.

2 Internship Description

For this internship we propose to apply this model to other NLP tasks. In particular we want
to focus on joint Named Entity Recognition and Relation Extraction (NER-RE), which can
be represented by a model with both spans and arcs [Zar+24]. Spans are used to represent
entities and arcs represent relations between entities. The model needs to represent both
types of information, and we want to explore scoring models based on approximate MRFs
such as [LYT23] Software extension for NER-RE will be based on the code base we already
developed for parsing.

3 Application

We are looking for a candidate with NLP background (master level) with good knowledge of
Machine Learning methods for NLP. We expect proficiency with python and deep learning
libraries such as pytorch. Knowledge of parsing, relation extraction and more generally
graph-based approaches to NLP tasks is a plus.

The internship work will be carried out at LIPN at Université Sorbonne Paris Nord, on
site (no remote), with possibilities to be extended to a three-year Ph.D. funding (2025-2028)

For additional information, please contact leroux@lipn.fr. If you are interested please
attach to your application email a CV, a cover letter and a transcript of your Master level
marks.
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